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Abstract— The installation or deployment of a wireless sensor 

network (WSN) in a real world application is prone to 

innumerable failures such as software or hardware 

malfunctioning, environmental hazards, radio interference, 

battery exhaustion, etc. In a safety critical application such as 

landslide prediction, fault tolerant approaches have to be 

followed to ensure the availability of sensor data at the analysis 

station during a critical situation.  

We propose a fault tolerant and energy efficient clustering 

approach which organizes the whole network into smaller cluster 

and subcluster groups enabling a considerable reduction of 

communication and processing overhead. Subcluster formation 

also gives the possibility to skillfully deal with sensor nodes, node 

leader, and cluster head failures. We also propose a fault tolerant 

approach that uses a matrix based error approximation method 

for providing the approximate sensor data of the failed node. The 

approximate code prediction takes into consideration various 

geological aspects of the problem.  

     Keywords -  WSN,Clustering,Fault tolerance,Energy Efficiency 

I.  INTRODUCTION 

In the rainfall induced landslide
1
 scenario, the sensor nodes are 

distributed in different locations which are categorized into 
three zones based on a probabilistic analysis of the geological 
factors in each zones. Any movement or ground acceleration 
can be predicted only if the geological properties like pore 
water pressure and seepage forces exceed a threshold value. In 
the proposed hierarchical architecture, the lowest level nodes 
consist of battery powered, wireless sensor nodes containing 
processing and RF communication modules. The geological 
data that are measured for the particular application are pore 
water pressure, ground vibration, soil moisture, tilt or 
acceleration and strain on the particular sensor column into 
which these analog sensors are placed and buried under the 
ground. The data are sampled at the sensor nodes at various 
sampling rate. The proposed sensor network is also time driven 
that is suitable for periodic data monitoring. Sensor nodes 
periodically sample the environmental data and transmit the 
data at constant time intervals to the aggregating node. 

II. CLUSTERING TECHNIQUES  

The WSN is formed by a number of small sensor nodes 
(SN), cluster heads (CH), node leaders (NL), beacon node 
(BN) and base-station (BS). All wireless nodes physically 
connected to the measuring sensor columns, will be self elected 
as sensor nodes (SN), and the unconnected wireless nodes acts 
as Cluster Heads (CH) as shown in figure 1. 

 

Figure 1.  Distribution of wireless nodes in the sensor network 

The wireless sensor nodes are connected physically to the 
sensor column, which contains pore pressure transducers and 
dielectric moisture sensors for measuring soil pore pressure, 
strain gauges, tiltmeters and geophones for measuring the earth 
movements .In many wireless sensor network applications, the 
sensor nodes in different regions can collaborate and aggregate 
their data to give more accurate reports about their local 
regions. This will save from communication overhead and 
energy loss. The sensor nodes deployed in the wide area, will 
form many cluster groups for efficient network organization , 
where each cluster group contains sensor nodes (SN) in 
majority, one cluster head (CH) and one node leader (NL).The 
consensus algorithm that is executing at the node leader (NL) 
will gather and aggregate the sensor data from other sensor 
nodes(SN) in the same cluster group. 

1 This work has been partially funded by the WINSOC project, a Specific 
Targeted Research Project (Contact Number 003914) co-funded by the INFSO 
DG of the European Commission within the RTD activities of the Thematic 
Priority Information Society Technologies. 
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 The cluster head (CH) will then forward the aggregated 
data coming from the node leader, to the base station either 
directly or through other cluster heads. The energy 
consumption in cluster heads is more when compared to other 
sensor nodes, since they transmit data  

over long distances. So we assign energy abundant nodes to 
act as cluster heads. The clustering reduces channel contention 
and packet collisions, resulting in better network throughput 
under high load. 

III. CONSIDERATIONS IN THE LANDSLIDE MONITORING  

The sensor columns will be deployed in geologically 
specific locations for parameter measurements. The sensor 
outputs from the sensor column are connected to the 8 channel 
ADC in wireless sensor node. When the output terminals of tilt 
meters and accelerometers use two channels of ADC, all other 
sensors uses only single channel. Based on consultation with 
geological scientists [1] [2], we assume the landslide 
deployment region as a triangular hill, where the entire 
deployment region is divided into three zones as ZONE1, 
ZONE2 and ZONE3 by considering the priority of the 
geological parameters. Pore water pressure builds up rapidly at 
ZONE1, which is at the lower portion of the hill. Therefore, 
sensor columns with more ratios of pore pressure transducers 
are placed here as shown in figure 2. 

 

Figure 2.  Possible sensor distribution in ZONE1  

ZONE2 lies in the middle portion of the entire hill, where we 
propose to distribute the sensors equally as shown  in figure 3. 

 

Figure 3.  Possible sensor distribution in ZONE2  

Assuming that landslide movement will be rapid at the top, 

then more number of strain gages and tilt meters can be 

distributed in the sensor column that is to be deployed in 

ZONE 3 as shown in figure 4. 

 

Figure 4.  Possible sensor distribution in ZONE3  

Entire wireless sensor network contains low level sensor nodes 

(SN) to sample the geological data from the local region, 

cluster heads (CH) that organizes the sensor nodes in its cluster 

group, beacon node (BN) that will broadcast the time 

synchronization signal through the cluster heads to the cluster 

members periodically and  the Base station (BS). The beacon 

node is placed in the network such that it hears maximum 

number of cluster heads and also communicates with the base 

station (BS). 

 

  The frequency of the crystal varies from node to node, 

because of manufacturing defects or change in temperature. So 

to synchronize the clocks in the motes, tine synchronization is 

needed. Initially when all the sensor nodes are ON, every node 

will broadcast at a fixed transmission range to find its the 

neighbors. On receiving an acknowledgement from the 

neighbor nodes in different times, each node will create a 

'neighbor hood list' after ranking it based on the time stamp. 

Each sensor node will save its 'neighbor hood list' and which 

will be loaded on to 'Beacon node' and to the 'Base Station for 

replication. Figure 5 shows the sensor distribution and cluster 

formation in a landslide scenario. 

 
 

Figure 5.  Distribution of sensor nodes in the landslide site 

Basic Assumptions in this approach: 

• Priority of sensors will be different in the three 
ZONES. 

• Number of Cluster heads (CH) is known. 

• No of sensor nodes (SN) is known. 
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IV. CLUSTERING APPROACHES 

A. Cluster Head Election 

Dominating Set based Algorithm for determining the 

number of cluster heads 

In a graph G (V, E), V is set of vertices and E is the set of 
edges formed from pairs of distinct vertices in V. A subset S of 
sensor nodes is called a dominating set of G, if every node in  
V - S is connected to some node in S. The minimum number of 
nodes in a dominating set of G is called domination number of 
G as seen in figure 6. 

 

Figure 6.  Dominating set based cluster head determination 

Domination set problem: 

 Given a graph G and a positive integer k, Is Domination 

number ( )γ of G is less than or equal to k . i.e., kG ≤)(γ . 

In [3], Cockayne et. al. had shown that the domination 
problem is NP Complete. However, we present an algorithm 
for the domination set problem to find the cluster heads in a 
cluster group. Beacon node lies outside the dominating set and 
is adjacent to maximum number of cluster heads (CH).Beacon 

node of G is a node v, where SVv −∈ , such that v is 

connected to maximum number of nodes in S. 

Algorithm 1: Dominating Set based Algorithm for fixing 

Cluster heads 
• Input the sensor network graph G through its 

adjacency matrix. 

• Create a vector containing the row sums . 

• Choose a vertex, v, of the highest degree in the graph 
G and put v into the dominating set, S. 

• Remove all the edges incident to v in the graph and 
update the row sums.  

•  If G has no edges, STOP. Go to step 5.  Else go to 
step 3 (G has no edges, if all the entries of the 
adjacency matrix of G are zeros). 

• The remaining vertices of G form a dominating set of 
G 

Complexity of the algorithm.1: 

Let there be n vertices. The algorithm needs )1( −nn  

comparisons to find the degrees and at most n-1 comparisons to 

find the highest degree, so that 12 −n  operations are required. 

Then the removal of edges requires at most n2  assignments 

and the updating of the row sums require n2  assignments, so 

that the complexity of this algorithm can be calculated as 
follows: 
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B. Cluster formation.  

Initialization - Adjacency algorithm to form clusters  

Base station initiates the cluster heads (CH) to from their 

cluster groups by sending a broadcast packet. The cluster 

heads send a broadcast at its maximum transmission range. All 

nodes that hears the broadcast generates a node database 

containing NODE ID, Energy Level of the node Neighbor 

hood list, Received Signal Strength Indication(RSSI), Number 

of other CH's sharing the same node. 
All sensor nodes hearing the broadcast from cluster head 

will send an acknowledgement message tagged with the node 
data base. Cluster heads decides the members of the group on 
receipt of   the acknowledgement messages. After cluster 
groups are formed, the time synchronization signals will be 
broadcasted from the beacon node to the cluster members 
through its respective cluster heads. The cluster members start 
sampling at the same instant. Each cluster head determines its 
frame size and time slot size according to the number of nodes 
attached to it. This will help in the dynamic change of frame 
size and slot size, which will reduce a redundant delay that 
normally occurs in a TDMA (Time Division Multiple Access) 
channel access. Using TDMA scheme, each sensor node will 
send the corresponding 'Node database' to the cluster heads 
from which the cluster head can find out the sensor nodes in 
the overlapping zone between the cluster heads. 

The cluster formation schematic of a landslide monitoring 
area is as shown  in figure7,  

 

Figure 7.  Cluster formation in landslide monitoring area 
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Cluster Formation using Adjacency matrix 

• Determine cluster heads from dominating set S of the 
graph G = (V, E), cluster heads. 

• Enter an adjacency matrix A =[a ij] such that, 

        [a ij]  = 1 if G has an edge (i, j) 

                 = 0 else 

• Choose a cluster head and put all its neighbors in its 
cluster. The neighbors of a node correspond to ‘ones’ 
in the respective row of the adjacency matrix. 

• If there is no more cluster heads, STOP. Else, Go to 
the next cluster head and go to step.3 

Example:  In the graph G(V,E)  in figure 8 , path between 
the vertices are adjacent and it is represented as  '1' in the 
adjacency matrix as shown in figure 9. 

 

Figure 8.  Graphical representation of the sensor node and cluster head 

connectivity 

The sensor nodes are denoted by v1, v2, v3, v4 and cluster 
heads by s1 and s2.The row sum gives the degree of each 
vertex and the highest degree vertices would be the cluster 
heads.  

 

Figure 9.  Adjacency Matrix of the sensor node connectivity graph 

By knowing the adjacent vertices (sensor nodes) to the 
highest degree vertex (CH), cluster groups can be formed as 
shown in figure 10. 

 

Figure 10.  Cluster formation from adjacency matrix 

C. Subclusters for optimal clustering. 

The sensor nodes in the intersection of two or more cluster 

groups will form a subcluster of the respective clusters. The 

intersection sub clusters are recognized from node database. 

Sensor nodes lying in the range of more than one or more CH's 

in the same range, falls within the intersection zone as shown 

in figure11. 

 
Figure 11.  Intersection sub cluster 

 

We know that each sensor node gathers different geological 

data from the field at different sampling rates. The information 

is sent in packet format for all node to node, nodes to cluster 

head and cluster head to cluster head communications. The 

energy consumed for transmission and reception of packets 

vary with distance of communication, although the energy 

consumed is fixed in mote electronics [4]. Proposed clustering 

techniques aim at reducing the amount of energy spent in 

transmitting and receiving the data packets, by aggregating the 

data packets in the 'Node leader' .The sensor node having 

minimum power consumption and which is closer to the cluster 

head will be elected as the node leader (NL). In a case where 

more than one node has minimum power consumption, it is 

obvious to choose the node which is closer to the cluster head 

as node leader. The aggregated data would be sent to the 

cluster head from the Node Leader, thereby conserving the 

energy for transmission and processing. 

 

D. Partitioning of clusters to sub clusters using graph 

partitioning based algorithm 

 

The optimal clustering [5] will associate the sensor nodes to 

cluster heads such that the network lifetime with respect to 

energy is maximized. As a fault tolerant and optimal measure, 

we are considering the intersection zone as a sub cluster where 

the respective node leader will act as the cluster head. In a 

single cluster group, if cluster count is normal, the node leader 

will aggregate the data values from the cluster members and 

forward to cluster head to reduce the transmission overhead. 

 
If the cluster count is more than the energy handling 

capacity of the cluster head, then partition the whole cluster 
into two sub clusters SC(1) and SC(2), where SC(1) uses the 
cluster head (CH) as the leader and SC (2) uses the Node 
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Leader, to coordinate and aggregate the data values from the 
respective cluster groups. The second sub cluster SC(2) will 
then forward the aggregated data to the cluster head which lies 
in the sub cluster SC(1) as shown in figure12. 

 
Figure 12.  Cluster partitioning 

The maximum energy capacity of the node leader to handle 

aggregation of data packets from the sensor and its 

transmission nodes is represented by Wnl.  The energy 

consumption of the sensor node due to processing and 

communication is represented by w (vi). To form the sub 

cluster SC(2),where with node leader (NL) is the head, each 

sensor nodes will be added one by one to the sub cluster SC(2)  

until the maximum energy capacity ,Wnl of the  node leader  is 

met. The rest of sensor nodes which are not added to node 

leader cluster group are assigned to the sub cluster (SC1), with 

cluster head as the leader of sub cluster.  
 

Algorithm 2: Energy efficient algorithm for cluster 
Partitioning 

• Put the node leader into Sub cluster-2 and the 
cluster head into the Sub cluster-1 as leaders. 

• Initially, weight = 0; Wnl = w (node leader);  

        For   every vertex Vi of the graph, 

weight = weight + w (V i) 

If weight ≤ Wnl, then put Vi to sub cluster-2 

Else go to next vertex. 

• Put the remaining nodes into the sub cluster-1. 

V. FAULT TOLERANCE IN CLUSTER GROUPS 

 To minimize energy consumption in the sensor data 
processing and its transmission, the node leader (NLoz) at the 
intersection zone aggregates the data from the nodes inside the 
intersection group. The node leader (NLoz) could forward the 
aggregated values to the cluster heads in the corresponding 
cluster groups i.e., the NLij can transmit it's data to either 
cluster heads, CH1 or CH2, whenever it hears ‘free’ status 
from any of them as shown in the figure 13.  

 

Figure 13.  Data aggregation and transmission inside intersection subcluster 

The node leader shows “busy” status while executing the 
consensus algorithm, which means that the node leader is not 
accessing its cluster head and the corresponding cluster head is 
“free”. The ”busy” status message from the node leader of the 
cluster group is forwarded to the node leader in the intersection 
group , thereby  initiating  the transmission of aggregated 
sensor node values from the  intersection node leader  to the 
respective  “free” cluster head. We know that cluster heads are 
nodes having more hardware capabilities for processing and 
communication. Cluster head failures may occur due to reasons 
like radio interference, dislocation of sensor nodes, battery 
exhaustion etc caused by hardware faults, software faults or 
environmental conditions.  

A. Fault tolerance of sensor nodes  

Individual sensor nodes give a ‘faulty’ status (node off, power 

null, incorrect value) whenever it encounters a fault or when it 

gives incorrect data values. The sensor node failures make the 

sensor data unreachable to calculate the critical threshold value, 

for predicting the event.  Considering the time taken for fault 

repair in a safety critical application like landslide prediction, 

we propose a fault tolerant approach that uses a ‘Matrix based 

error approximation method’ for providing the approximate 

sensor data closely related to the sensor data from the failed 

node. Even if the sensor node fails, it is possible to give an 

approximately predicted sensor data from the same region, in 

the same sensor reading time interval.  Thus the sensor 

information from the failed sensor node can be approximated 

from the geographically nearest sensor using following 

conditions, 

• If the nearest sensor is in same cluster, the instruction 

can be given for cluster head to approximate the data. 

The information from the nearest sensor will be send as 

the information of ‘missing node’ to the beacon node. 

• If the nearest sensor is in different cluster, the base 

station or beacon node should give instruction to cluster 

head for the approximation of data. The information of 

the nearest sensor will be collected from the respective 

cluster heads and send to beacon node. 
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      In this case theoretical values of the failed sensor can be 

predicted using XOR approximation matrix based on following 

assumptions: 

•  Each sensor node generates a code of length,            

L= (N.n), where N is the number of sensors and n is 

the number of bits, to the respective CH’s.  

• The sensors in all the three zones are prioritized  

• The binary outputs from each sensor type should 

differ only by a prefix number of bits. The bit 

difference is unique for each sensor in each  zone 

The fractional weights w1, w2, w3, w4 and w5 are assigned  in 

the increasing order to the bit difference and the priority of 

each sensor in each zone is illustrated in figure 14 .  

 

Figure 14.  Priority list of parameters in each zone 

Matrix approximation algorithm for the missing data of 
failed sensor 

Step.1. The data from a sensor node corresponds to a 5 x 16 
matrix as shown in figure15. 
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Figure 15.  Data Matrix from the sensor node 

Each row of the data matrix is a 16 bit code for each five 

sensors, where P is the pore pressure value, M is the moisture 

content, S is the strain gauge, T is the tilt meter and G is the 

geophone. Assume 1
5

1

=∑
=i

iw , 

where w is the fractional weight assigned to each sensor in a 

particular zone. For highest priority parameter, highest weight 

will be assigned and only least bit difference is allowed. 
 

Step.2. If the sensor v is failed at a time t.  Then let D0 be the 

latest 5 x 16 data matrix of the ‘failed node’ just before the 

failure at the previous time, t-1.   Let D i =1 to k be the current 

data matrices of the k neighboring sensors obtained from the 

neighbor hood list of each cluster head, at time t. Among the 

neighbors of the failed nodes, we choose a code with desirable 

properties and obtain its data matrix. 

 

Step.3. Use the XOR approximation to predict the values for 

the 'missing data matrix' D0 of the faulty node. Let A be a 

difference matrix obtained by XORing the data matrix of 

faulty node D0 obtained at time t-1, with any nearest sensor 

node Di  

ii DDA ⊕= 0  
Consider two 2 x 3  matrices  D0 and D1 shown in figure 

16.The row values in the 'data matrix' correspond to parameter 

values. By XOR operation between the values of faulty node 

and a nearest node gives the difference matrix representing the 

difference in the bits as '1' and identical bits as '0'. 

 

Figure 16.  XOR operation of faulty node and a nearest node 

Step.4. To find the error approximation matrix, let B = A x W, 

where A is an m x n matrix and W is an n x m matrix as shown 

in figure 17. 
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Figure 17.  Error approximation matrix 

Step.5. Consider sum of diagonal elements of the error 
approximation matrix for obtaining the accurate weight of the 
matrix. 

∑=
ji

iiD bE
i

,  

Step.6. Repeat above steps to get corresponding error 
approximation data matrices for all nearest 'k' sensor nodes. 

Choose a matrix iD such that 
iDE  is minimum. Thus we can 

predict the value of missed code from the nearby sensors also 
by considering the geological aspects. 
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Step.7.The expected value of the code of the failed sensor can 
be computes as follows: 

Previous value of the failed sensor + ∆= Expected value 

∆ is a measure on incremental change in the code.i.e, the 
approximate code can be taken as the exact value of failed 
sensor for the purpose of prediction of landslides, subject to 
certain error which depends on the approximation algorithm.  

B. Fault tolerance of Cluster Heads and Node leaders 

In case of single cluster head failure [9], the respective 
node leader will forward the latest aggregated data to the node 
leader in the sub cluster of the intersection zone. The resultant 
data at the intersection node leader is assigned to the nearby 
'FREE' cluster head of overlapping cluster. In figure 18, the 
aggregated values at sensor node S(5) is,  

)()()( 5 ijaggiagg NLVNLVSV ⊕=   

The aggregated value V(S5) at the intersection zone node leader 

would be forwarded to the cluster head in the consecutive 

overlapping cluster group, when it shows the status 'FREE'. 

 

Figure 18.  Single cluster head failure 

Similarly in the case of multiple cluster head failures [10], 
the node leaders of the same cluster will forward the data to 
intersection zone node leader ,which acts as fault tolerant node 
providing nearly faithful backup replication of data to the 
beacon node as shown in figure19.  

 

When the node leaders are failed, the respective cluster 
heads can take over the work and at the same time node leader 
election algorithm will be executed at the cluster head / beacon 
node to find new node leader so that cluster head can be 
released from the aggregation. If the new node leader is found 
inefficient to handle the number of sensor nodes, then the 
cluster partitioning algorithm is to be executed to form sub 
clusters for better performance. 

VI. CONCLUSIONS AND FUTURE WORK 

Here we introduced some energy saving clustering 
techniques, to compute the data gathered from sensor nodes in 
the overlapping zones in cluster group areas. Efforts will be 
made to predict the failed data based on Fuzzy control system. 
If control unit and base station is made into fuzzy control 
system, then the uncertainties or inaccuracies at the prediction 
of the theoretical value of the missed sensor can be 
compensated by fuzzifying their respective variables. For 
example, the predicted value of pore pressure can have a 
membership value of 0.9 i.e., 90% accuracy.The other 
considerations in the future are to reduce the energy consumed 
per bit transmission, to study how the  Link quality and RSSI 
can be measured in a energy efficient way , and to develop an 
energy efficient hybrid channel access scheme for inter cluster 
and intra cluster communication. Also we are in the process of 
evaluating the theoretical aspects and the algorithms mentioned 
in the paper by simulation. 
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