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Abstract—Classifier allows the user to classify between
different classes based on the features acquired. The goals and
applications of different classifiers are different. As the feature
selection is one of the important criteria. In this paper we
introduce a method of ranking the features of one class with
respect to another and it tells the user that in the training set
which feature has higher ranking among the other. So this
method tells which feature is insignificant in certain classes and it
can be ruled out. The classification can be made so easily as for
some cases, certain features creates confusion in the classifier and
wrong interpretations are also occurs. In the training set, if a new
data is given as input and this method able to tell the user that
the features has a variation with respect to training data set and
the feature ranking is calculated. This method automatically
ranks the feature and feature selection can be made easier. So we
can able to interpret from the significant and insignificant
features.
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I. INTRODUCTION

The general goal of this method as pattern recognition is
an important field and it aims to classify objects between
different classes based on the features. A Supervised classifier
[3] classifies the data from the class information. The features
play a vital role in every classifier. Feature selection[2] is one
of the important criteria in every pattern recognition problem.
The number of feature is too large may leads to curse of
dimensionality. QBB-I is one of an efficient feature selection
algorithm for very huge data sets and it is considered as a
robust algorithm [18].

The machine vision system is an area where pattern
recognition has more importance. The system acquires the
data in sort of images. There are times when the classifier get
confused and gives the wrong output. When some of the
features between classes intersect, sometimes it gives a biased
output. So in order to avoid such occurrence, ranking of the
features between the classes should be done. As Principal

Component Analysis is an unsupervised method and there will
be no class information [11].

One of the applications considered here is a fruit
identification system. It can be used in either grocery shops for
computer vision based recognition system. The system can
also become helpful for Down syndrome patients. There
would be number of challenges to be overcome in this system.
As it is a vision based system most important thing we check
is the color based recognition. As the fruit ripens the colors
may also tend to change. So there would be some sort of
misclassification may also leads to false interpretations. So
feature selection is one of the important criteria in this system.
In the other way if any of the new class arrives and the system
automatically finds the ranking between the features and it can
be used in automobile industries during assembling as any
new material comes in the feature ranking can be used as a
lookup table and the measures can also be taken further.
Similarly it can also be used for inspection of products in large
scale industries.

If red, green and blue is the only factor so it becomes
difficult in the basis of classification. So any other feature
should also be considered for the ease of identification. In
Principal Component Analysis, The eigenvalues and
eigenvectors are obtained and it tells you the highest varying
principal component as this method gives you which feature
has highest between classes.

Section 2 gives the feature extraction. Section 3
discusses the classification techniques. Finally, Section 4 and
5 gives the results and conclusion of this paper.

II. LITERATURE SURVEY

In some of the previous research papers, there are as many
algorithms for classification but they are confused on the basis
of feature selection. In all machine learning algorithm finding
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the significant features is a difficult problem and Chi-Square
method is comparatively better in terms of accuracy and
performance mainly considered the normalized values [22].

1) PCA

A lot amount of research has been done in fruit sorting
system and states that simultaneous sorting of fruits
would save time.Polder et al. 2002 used Principal
Component analysis with spectral images to grade
tomatoes according to its ripeness level[2].Principal
Component Analysis is also called as KL transform. It is
used to reduce the dimensions.Principal component
analysis (PCA) is a technique that is useful for
compression and classification of data[11].  The purpose
is to reduce the dimensionality of a data set (sample) by
finding a new set of variables, smaller than the original
set of variablesthat nonetheless retains most of the
sample's information. The basis functions used in PCA is
derived from the input image and it is orthogonal Eigen
vectors of the covariance of a data set. This technique is
mostly used in previous papers to reduce the number of
features. PCA works with Gaussian function and for Non-
Gaussian functions Independent Component Analysis can
be used[9][11][7]. PCA selects the eigen vectors that have
maximum variation and the features they selects were also
not known. PCA calculates any number of features and it
is represented as eigen values and for dimensionality
reduction some values are neglected and it is totally
mapped in a new dimension. It selects the high varying
components among it but we don’t know the
distinguishing features from this method. If the feature
selection is accurate and then we can give it to any
classifier and it classifies with the most appropriate result.
As feature selection is the most significant method for any
machine learning problems. So the PCA couldn’t able to
tell the desirable feature in this method as it only gives the
mathematical relations. When a new class arrives during
training, the entire training procedure has to be repeated
from the start. The whole dimension matrix gets disturbed
when there is a change in the training set. Distance
Classifier

The Euclidean distance classifier used in this paper
[22].They implemented a fruit recognition system by
taking apple, chickoo, banana and strawberry as dataset
images and they had acquired 100 images as training
samples. The features they selected for this problem is
Mean Red, Mean Green and Mean Blue and the values are
also obtained. The system didn’t given a higher accuracy
on this problem. Apple and strawberry were misclassified
as both have a higher amount of red component in it
likewise chickoo and bananas were also misclassified
because of its color component. Apple has obtained an
accuracy of 60%, Banana has obtained an accuracy of
65%,Strawberry has obtained an accuracy of 60% and
chickoo has obtained an accuracy of 65%. It gives a poor
accuracy in this classifier because as there is lot of
misclassification. Feature selection should be done in an
efficient manner and the accuracy can be increased as well.
Feature selection leads this system to have a poorer

accuracy and feature selection is not done by this
classifier. For classification in each classifier equal
weights has been given to all features and hence
misclassification occurs.

B. Bayesian Classifier

It is a fundamental statistical approach for pattern
classification and it uses Bayes'theorem to classify the
data. Bayesian Classifier is used for classification of
fruits in this paper [22].They had acquired 100
samples. The features they selected for this problem is
Mean Red, Mean Green and Mean Blue and the values
are also obtained. The system didn’t given a higher
accuracy on this problem. Banana and chickoo showed
a higher amount of misclassification as compared to
apple and strawberry. Apple has obtained an accuracy
of 87.5%, Banana has a least accuracy of 50%, and
Strawberry has obtained an accuracy of 83.5% were
chickoo showed an accuracy of 64% as well. It gives a
higher amount of misclassification has happened in
banana using Bayes’ classification and the error is not
mainly because of the classifier instead feature
selection was a problem. If a lot of feature has been
taken for this method, Complexity is increased on a
higher aspect and it takes a higher time. So selection of
features considered a higher preference and feature
selection is not been done by this classifier. For
classification in each classifier equal weights has been
given to all features and hence misclassification occurs.

Feature Selection algorithm QBB-I proved as it is much
more efficient and less time consuming as compared to
that of QBB and LVF methods for large data sets feature
selection[18].

III. PROPOSED SYSTEM

The proposed system is selection of features in a automatic
manner. PCA produces a lot amount of features but it does not
represent it in the name of the feature as they are mapped in
different dimensions as well and we do not know which
feature has highest significance in between class problems.
When a new training image on the dataset, the whole
dimensions gets manipulated and iteration starts from the
beginning can cause higher complexity. Samples available are
not equal for each class and it varies accordingly. Feature
selection is very much important in many cases, the classifier
misclassifies because as if two different objects has a same
feature highlighted and it may cause misclassification and to
avoid this may solve many related problems. Feature selection
methods are widely studied and discussed the selection of
features which helps the classifier and reduced the
complexities [25].

Now a days, A lot amount of features can be extracted
from an image as the number of features increases the
complexity also gets increased and if it is able to find the some
of the distinguishing features it will be an added advantage
also. In PCA we can eliminate some of the features but we
don’t know what all the features we ignored. So in this
proposed method we are extracting some of the features and
we find which feature has a higher amount of between class
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variance and we had ranked it on that basis. So we can able to
find that what are the distinguishable features from the above
classes and similarly it has been done for every classes. We
can also avoid insignificant features as well. This system is
considered as an feature selection technique. From the ranking
of the features we can give weights for each feature and hence
it can also be given to any classifier to get more accurate result
during misclassification scenarios. The ranking of the features
can be used as a look up table for an user to select the
distinguishing features as well. It can also be used as an
automatic feature selection tools as well. If a new object came
in to the training set the system won’t get confused and it
calculates the variance as well with the other classes and there
is no need of complete disturbance in the vector space. If a
variant of the existing class gets in to the system some features
will be same and they stands out and hence we can avoid the
misclassification and consider it as the same class.

IV. EXPERIMENTAL ANALYSIS

Analysis of my result is explained in this paper and the
steps I had done for obtaining results and dataset of different
fruit images is obtained from internet. A few set of images is
given as training and testing images.

A. Feature Extraction

For each training set of images as it is color image so the
RedGreenBlue[RGB] complexions should be checked for
differentiation [1]. As every fruit has different color such that
finding would be easy in such conditions. Another thing we
should consider is the diameter of the images.

1) Mean of Red component
a) For every set of RGB values the mean value is

calculated. As mean simply gives the average value of
information[14]. Everyimage is comprised of RGB values and
the amount of red,green or blue comprises the original color of
the image. So each fruit contains a different color and hence
the  features obtained are mean values of red,green,blue and
diameter.

2) Mean of Green component
In each images there would be a green component[14] and

all values of the green band has been obtained and hence
applied a mean function and hence a value is obtained and it is
considered as another feature.

3) Mean of Blue component
The blue component in the image is also calculated by the

same method as above. The values are collected and used the
mean function to obtain the mean value of the image[14].
Hence any of the dataset is blue in color and the blue value has
the maximum value.

In this set of images, the images would be of different
colors and it can be understood from the RGB value. It is one
of the most important features for such images and hence it
should be considered during classification.

4) Diameter value
The diameter of every fruit is calculated from the image

and hence every fruit has different diameters. So the diameter
of the images is also considered as a very important feature in
this set of images.

Similarly the diameter values of every training and testing
images are calculated by using these techniques and hence all
this 4 values are considered as feature vector space of every
image.

B. Methodology

The features of training set images are calculated and it is
done for every classes. The values of each features are
addedin a class seperately divided by the total number of
training for that classes.Similarly the 4 feature vector
should be obtained for every classes.

So we will get a consolidated feature vector space for
each classes. Hence we get 4 feature vector for each
classes and hence the values are simplified. The between
class variation should be calculated for every class with
respect to another class and it shows the feature wise
variation for 2 classes.

Variance
It is the measurement of the spread between the

numbers. It is a statistical method[4] to measure the
difference in mathematical numerals and it can be used to
find the difference as well. There are numerous application
by using this method. The formula to calculate variance is,

The ranking of features for every class has been
done, so we can easily find out that in this particular
classes which feature is more significant and insignificant
in those terms a ranking of features has been done. When
in a test image an untrained set of image suddenly arrives
the classifier won’t get confused and it calculates the
between class variation of each classes as well as the
ranking of features are also done. So the user can identify
up to an extend that the related class of an unknown data.
In PCA the eigen values and eigen vectors are just known,
i.e either D dimension matrix or L dimension matrix can
be obtained.But we do not know which feature of a
particular two classes is dominant. These data cannot
obtaained from PCA method[11]. In this automatic
distingushing of feature extraction method tells what are
the features has highest significant and what are least
significant. Where as in PCA the particular feature was not
known and it is considered as an advantage in this method.

TABLE I.

Ranking of features between Nipis and Lemon
Ranking Variation of features between

classes
Variance

1.
2.
3.
4.

Red Component
Blue Component

Diameter
Green Component

1345.5584
643.4127
109.661

007.7673
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TABLE II.

TABLE III.

If suddenly a new object came in the system won’t get
collapsed with the previous outputs were PCA dimensions
changes. It obtains the features and ranking of features has
also been done by this method.

TABLE IV.

Similarly the ranking of the features has been done for
every other class and hence the results are also obtained.

Conclusion
This method removes the confusions that is created in
selecting feature and classifier as well. This method very
much reduces the flaws which occur in previous method. It
can be further modeled to the testing sessions as well and it
improves the classifier accuracies. This method shows higher
accuracies as well. In further studies the performance also can
be improved by this method.
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